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Abstract—We address the subject of formation control of
underwater vehicles, using either inter-vehicle relative posi-
tion measurements or range-only measurements. The work
is motivated by the MORPH project, aiming to use forma-
tions of vehicles with complementary capabilities to map the
underwater environment in challenging conditions. The main
problem studied is that of driving a vehicle (follower) to an
appropriately defined position with respect to another vehicle
(leader), which moves along an unknown trajectory. This control
task is divided into two steps. Firstly, a trajectory-tracking
controller is designed, so that a follower vehicle can track a
specified virtual target. Conditions under which the tracking
error remains bounded are derived using tools from nonlinear
systems theory. Secondly, we design path-generators that provide
the position and velocity of the virtual target to be tracked,
for both the relative position measurements and the range-
only measurements scenarios. These path-generation strategies
take into account the formation objectives, typical maneuver
geometries and limitations of underwater inter-vehicle commu-
nications. Applications envisioned in the scope of the MORPH
project are presented and discussed. The implementation of the
strategies proposed for formation control with relative position
measurements is described, taking explicitly into account the fil-
ter architectures required for relative vehicle navigation. Finally,
results of simulations and sea trials are shown, with position
errors generally below 1 m in MORPH trials in Lisbon and the
Azores.

Index Terms—Autonomous marine vehicles, formation control,
leader-follower formation, trajectory-tracking.

1. INTRODUCTION

Within the framework of cooperation of marine robots
for the purpose of ocean exploration, namely mapping and
surveying the seabed, some difficulties arise. Scientifically
interesting areas, from geological or biological standpoints,
usually occur in challenging, unstructured environments with
rough terrain. In these conditions, dead-reckoning naviga-
tion instruments like the Doppler Velocity Log (DVL) can
provide unreliable results. The idea of using formations of
Autonomous Underwater Vehicles (AUVs) with complemen-
tary capabilities arises as a possible solution to the problem
of operating effectively in challenging environments. The
MORPH project (marine robotic system of self-organizing,
logically linked physical nodes) [1] brings together a consor-
tium involving multiple partners from both the industry and
academia. It proposes the concept of a physically morphing
structure composed of robotic vehicles with complementary
capabilities, linked by acoustic communication channels. The
formation consists of the Surface Support Vehicle (SSV) used
for global navigation, the Global Communications Vehicle
(GCV) responsible for maintaining the accuracy of inter-
vehicle navigation and communications, the Local Sonar

Vehicle (LSV) carrying a multibeam echosounder for mapping
the terrain, and two camera vehicles C1V and C2V which
carry onboard cameras. The first three vehicles compose the
upper segment, while the two camera vehicles are part of
the lower segment. The system should not depend on any
direct communication between the SSV and any vehicle other
than the GCV, since the geometry of the environment may
block these acoustic links. Figure 1 shows the structure of
the MORPH system when mapping a flat seabed and a
negative slope wall. Clearly, effective formation keeping is
instrumental in controlling the motion of the robotic nodes in
such a system.

In this context, the problem of formation control of under-
water vehicles is studied, with emphasis on applications to
the MORPH project. The underlying problem can be broadly
described as deriving control laws so as to drive a vehicle
(follower) to an appropriate position relative to another vehicle
(leader), using either relative position measurements or range-
only measurements between the vehicles. The trajectory of
the leader is unknown a-priori by the follower. Applicability
to MORPH implies that aspects such as typical mission
geometries and practical limitations of onboard sensors and
acoustic underwater systems, used for both communication
and positioning, should be considered when defining the
desired behaviour of the formation.

In the last decades the problem of motion control of marine
vehicles has received considerable attention, with AUVs and
ROVs becoming increasingly commonplace for a number of
scientific and industrial purposes. Specifically, the problems
of trajectory-tracking (TT) and path-following (PF) are widely
covered in the literature. Both consist of forcing a vehicle
to track a desired trajectory, the difference being that the
former imposes a timing law while the latter prescribes only a
desired speed profile. In [2], the authors study these problems
for the case of underactuated autonomous vehicles, proposing
full-state feedback controllers that drive the tracking error to
an arbitrarily small neighborhood of the origin. Trajectory-
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Figure 1: Structure of MORPH in two scenarios [1].



tracking techniques are instrumental in this paper, since they
will be used to force each vehicle to track an appropriately
defined virtual target. For the problem of controlling forma-
tions of vehicles, a number of techniques are reported in the
literature. If the paths are known a-priori by all the vehicles,
we call the problem cooperative path-following (CPF) [3].
If the path is not known a-priori, possible techniques for
formation-keeping include, among others, the potential field
approach [4], Model Predictive Control (MPC) optimization-
based methods [5], the virtual structure method, and the
leader-follower approach [6], which despite over-reliance on
a single vehicle is very appreciated for its simplicity and scal-
ability. The particularities of the marine environment preclude
techniques that require heavy inter-vehicle communication
from being used for formation control, further increasing the
relevance of keeping the formation strategies simple. For these
reasons, in this paper we resort to leader-follower formation
techniques. Regarding the MORPH project, previous work
focuses specifically on formation control using range-only
measurements [7], [8], [9], [10], which is used only by the
lower segment vehicles.

The main contributions of this thesis are threefold. Firstly,
the trajectory-tracking problem is studied in a decoupled
inner-outer-loop control architecture, which leads to more
intuitive control laws. Sufficient conditions for boundedness
of the tracking error are derived, considering estimation
errors explicitly. Secondly, leader-follower formation control
is achieved in both the relative position and range-only
measurement scenarios by designing a path-generator block,
which creates a virtual target to be tracked by the trajectory-
tracking controller. The proposed path-generators take into
account typical mission geometries and attempt to keep inter-
vehicle communication to a minimum. Thirdly, an information
flow strategy is proposed, the controllers are adapted, and es-
timators are introduced to allow implementation in MORPH.
Results were obtained in sea trials for upper segment follower
vehicles, with formation errors generally under 1 m.

The remainder of this paper is organized as follows: Section
2 briefly introduces nomenclature and the AUV model used
throughout the paper; Section 3 addresses the problem of
trajectory-tracking; in Section 4, we study the design of path-
generators that generate a virtual target so as to achieve the
desired formation; Section 5 describes in broad terms the
implementation of the proposed controllers in the MORPH
vehicles; Section 6 evaluates the work in previous chapters
with results from computer simulations and sea trials; Section
7 contains concluding remarks and points towards possible
directions of future research.

II. AUV DYNAMICS
A. Reference frames and naming conventions

Following usual practice, we define both a body-fixed
frame, in which the dynamics of the vehicle are more con-
veniently described, and an earth-fixed frame, with respect to
which the position and orientation of the vehicle are described.
The body-fixed frame {B} is a right-handed, rectangular
coordinate system. Its origin O is chosen to coincide with the
center of gravity (CG) of the vehicle. Its axes {zp,yn5, 25}
are defined in accordance with the SNAME notation [12], and
coincide with the principal axes of inertia at O. We define a
flat Earth navigation frame {Z}. This is a local NED (North,
East, Down) frame, defined in a plane tangent to the surface

of the Earth at a fixed point in the area of operation of the
vehicle.
The position of the origin of {B} in {Z} is denoted by

p=[z, y" (1)

The velocities of the vehicle with respect to the fluid are
expressed in {B} by the surge speed u (linear velocity along
zp), the sway speed v (linear velocity along yp), and the
yaw rate 7 (angular velocity about zp). The yaw angle
is the angle between the x; axis and the velocity vector of
the vehicle with respect to {Z}, positive in the clockwise
direction.

B. AUV model

We consider the kinematics of an AUV, assuming that an
independent depth and pitch controller restrains the motion to
a horizontal plane. The linear and angular velocity in {Z} are
obtained from their counterparts in {8} by

p=RWv+V,
=
The velocity of the vehicle with respect to the water is
denoted by v = [u, v]", with u (surge speed) and v (sway
speed) expressing this velocity along the xp and yp axes

respectively; r denotes the yaw rate of the vehicle. The
velocity of the current in {Z} is denoted by V.. The rotation

matrix is
cos(¢)  —sin(y)
sin(e)  cos(t))
Under simplifying assumptions of low-speed and vehicle
symmetry, and neglecting the motions in heave, roll and pitch,
the dynamics of the vehicle are given in matrix form [13] by
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R(y) = 3)

Mv+Cvyv+Dw)v=rT1 4)
with
(m, 0 0
M=]10 m, O0/|>0

i 0 0 m,
[0 0 —Myv

Clv)y=1] 0 0 myu | (skew-symmetric)
| My —my U 0
[(d, 0 0

Dw)=1{0 d, 0|>0
|0 0 d,

My =m — Xy my =1, — N; duzqu*X\u|u‘u|
X, = X\'u|v ‘U|

—NT — N\T\T ‘T|

Myy = My — My dy =

dy

my, =m — Y,

In this paper, we consider only the case where the vehicle
is not actuated along yp, i.e. 7, = 0.

III. TRAJECTORY-TRACKING
A. Problem definition

Trajectory-tracking consists of forcing a vehicle to reach
and follow a time-parametrized reference trajectory, by mak-
ing the vehicle approach a virtual target that moves along the
reference trajectory with an associated timing law. We denote
by p(t) the position of the vehicle and by p,(t) the desired
position, or position of the virtual target, at time ¢. We give a
definition of this problem adapted for the 2D case from [2].



Problem 1 (Trajectory-tracking). Consider an underactuated
autonomous underwater vehicle with dynamic model (4) and
kinematic model (2), with T, = 0. Let py(t) : [0,00) — R?
be a given sufficiently smooth time-varying desired trajectory
with its time-derivatives bounded. Design a controller such
that all the closed-loop signals are bounded and the tracking
error ||p(t) — py(t)|| converges to a neighborhood of the
origin that can be made arbitrarily small.

B. Outer-loop control

We assume a decoupled inner-outer-loop strategy and start
by looking at the outer-loop control problem. In this setting,
we discard the dynamic model of the vehicle, taking v and r
as control variables.

Problem 2 (Outer-loop control). Consider the kinematic
model of the system in (2), with inputs uwg = (ug,7q)
(commanded surge speed and yaw rate). Assume that these
commands are identically satisfied, u(t) = wq(t). Let py(t) :
[0,00) — R? be a given sufficiently smooth time-varying
desired trajectory with its time-derivatives bounded. Design a
control law for u and r that produces bounded velocity com-
mands so that the tracking error ||p(t) — p,(t)|| converges to
a neighborhood of the origin that can be made arbitrarily
small.

We start by defining the error variable to be driven to a
neighborhood of zero as the position error expressed in {B}:

e=R"(¢) (p—py) )

where the time-dependence of p and p, is omitted purely for
readability reasons. The time-derivative of e is

é=R"()(D—pg) + RT (V) (P — py)
=RT(W)(p — pa) — S()RT (V) (P — Pa)

= [u, v]" = RT(p, — V) — S(r)e (6)
where 0
—r
so =0 ] Q
For underactuated vehicles, we cannot stabilize e = 0

using u and v as control variables, since v cannot be directly
controlled. Instead, we resort to rotation to produce lateral
motion. By defining a new error variable €' = e — & [11],
where & = (4,0) and = 0, we obtain new error dynamics:

e =e—§
_ m T () by — Vi) — S(r)(e — 8) — S(r)8
- [(1) —05] H + H — RT(0)(a = Vo) = S(r)e’
et ;

®)

where the term p; — V., which includes the velocities of the
current and of the target in the inertial frame, is now renamed
as a disturbance d. In this formulation, if e’ is driven to zero,
we are driving to the target position a point on the vehicle
that lies a distance § behind the center of mass, along the
longitudinal axis.

Assuming that v is not available and that we have incom-
plete knowledge of d, a possible control law is

ug=I"1 (RT(qp)El — K tanh ‘;) 9)

with K = KT > 0 and n > 0, where d is an estimate
of d affected by an error d = d — d. The purpose of the
hyperbolic tangent is to saturate the requested velocities due
to the position error to a maximum value defined by the gain
matrix K. The parameter n adjusts the sensitiveness of the
proportional feedback term. We use a definition of the vector-
argument hyperbolic tangent that preserves the direction of the

vector:
tanh ||z||

|

We assume that the speed commands are not identically
satisfied, so u may differ from u . This is because u, contains
requested velocities to be fed to an inner-loop, and it is
reasonable to assume that they are not tracked exactly. The
inner-loop error is denoted by u = u — ugy.

Substituting u = @ + u4 and (9) in the error dynamics (8),
the time-derivative of a Lyapunov function V' = %e’ Te’ along
the trajectories of the system is:

tanhx = x (10)

/
V =—eTKtanh < + €7 (ra + m - RT(w)d>
n

v
A
_ e/TKe/tanTil/n +€/T <F'I]+ |:2:| RT('l/))d>
e
/
e
for 0 < € < 1, when

. ra+ % - RT()d| < 1 (12)

eAmin(K) v

le/|| > narctanh (W ' HFU " m - RTW)&U%)

Proposition 1. Consider the system with state €', with dy-
namics expressed in (8), in closed-loop with the feedback
controller (9). This system is ISS with respect to input
T+ [0 o]" — RT(y)d, with restrictions on the norm of
the input.

C. Closed-loop dynamics

The previous analysis of the outer-loop is useful when the
vehicle is already equipped with an inner-loop for tracking the
velocity references. Then, based on some knowledge of the
characteristics of the inner-loop, the outer-loop can be tuned
by adjusting both K and n. However, it does not explicitly
take into account the influence of K and n in w and v. To
clarify this, we define a representative inner loop control law
and look into the dynamics of these two variables. We start the
analysis of the inner-loop velocity error using (4) and defining
the extended inner-loop error ¥ = v — v, where

Uq
Vg = 0 =
Td

10
0 Of uq (14)
0 1
Is2
The dynamics of M v are
Mv = —C(v)v — D(v)v +7 — Mpy

=—[Clv)+ D)o —[Clv)+ DW)|veg— Mg+ T
5)



A possible inner-loop control law that does not use v or
v, (because we assume that the only command fed from the
outer to the inner-loop is u4) and does not actuate on 7, is

ke 0 0
T=—(0 0 0|v+Dyy (16)
0 0 k,
Kqg

Substituting (16) in (15),
Mp = —[C(v) + D) + Kg| 0 — C(v)vy — Mg (17)

where
/

Ug= Il ! (—S(r)RTw)& + RT(¢)& — K% (tanhi
(18)

The derivative of the term with the hyperbolic tangent is

d e d (€ tanhl|e’/n]|
— (tanh— )| =— | ———F——
dt n dt \n |le'/n|

./

’ e
:B(e/n)g (19)
with
L, [t o 0]. / . ,
é :[0 | 5}V—Ktanhi—RT(z/1)d—S(r)e (20)
| —

We do not expand B(e’/n). It is sufficient to state that, for
any €, there exist two constants €1, €2 > 0 such that

1B(e'/n)]| < e
IB(e/n)] - lle'/nll < ez

We now analyse the stability of the closed-loop system with
the tracking error €’ and the extended inner-loop error & as
states, using a Lyapunov function:

ey
(22)

1 1
V= 5e’Te’ + 5IJTMIJ

Differentiating each term and grouping quadratic and linear
terms in each of the states, and terms involving the product
of € and v, we obtain

V=eTe +oT My

(23)

= —e’TKe’tan}ﬁea/n +eTb+vla+ " Ae

-t <D(u) + Ky — MfgzrlKB(‘j;/")Fgg) 1

(24)
where

a=—CWwy — MIzI™! (_S(r)RT(¢)& + RT(¢)d
+KB(eT/”) (K tanh % + RT(y)d + S(r)e’)) (25)
b=—-RT(y)d (26)
A=T% (27)

Note that ||b|| = ||d||. Taking norms and applying Young’s
inequality to the term &7 Ae’, we obtain:

- G
V< —Amin(K) [|€'|| tanh [|€' /] + [le] |d]| + —=;
~ 0 K, + 7] ||al
=V + Vs (28)

for some ¢ > 0, with

K, =DW)+Kq—MI3T 'K

’ 2
n 2 2¢

If K, K, > 0 and there exists some 0 < 0, < 1 such that

jaj + 151
—= <1 30
ee’Amin(K) < ( )
then V., < 0 when
a4 el
|l€’|] > narctanh (LLH)\mmé() (1)

For a fixed K and |d||, (30) cannot be satisfied for

arbitrarily large e’ because of the term ETQH Indeed, this
condition implies a restriction on the norm of the initial state
€’(0). To relax this restriction, in the analysis € can be chosen
small enough, at the expense of more conservative conditions
for v.

We now look at V. Two important aspects should be noted,
regarding the structure of the D and C' matrices:

o The entries of the D matrix contain only terms that are
constant or linear in v. Hence, because v = v + vy, it
can be decomposed by D(v) = D'(¥) + D(v4) where
D’ is a modified drag matrix obtained by removing the
constant terms.

« Similarly, the entries of the C' matrix contain only terms
that are linear in v, so C(v) = C(D) + C(vy).

We now state without proof two propositions concerning

V; that will be instrumental in proving the stability result.

Proposition 2. The term 0" D(v)i is lower-bounded by a
term proportional to ||D||* as ||&| — oo.

Proposition 3. All the terms in 0" K, i, other than the drag-
related ones, are upper-bounded by a term proportional to
||| as ||| — oc. The same happens with |&|| ||a]|.

These observations allow us to conclude that there must
exist some sufficiently large v such that VI Kb is greater
than &7 a. Hence, V;, < 0 for sufficiently large .

Proposition 4. Consider the system with states €' and D,
whose dynamics are expressed in (8) and (15), in closed-
loop with the feedback control laws (9) and (16). Consider as
inputs 1) the disturbance estimation error &, which contains
the estimation error regarding the current and the velocity of
the target, 2) the disturbance estimate El and 3) the time-
derivative of the disturbance estimate d. For appropriately
chosen controller parameters K, n, K4 and 0, the system is
bounded-input bounded-state (BIBS) with restrictions on ||d||.

Proof: Consider the Lyapunov function V' defined in (23)
and its time-derivative (24). Note that if ||d|| and ¢ are small
enough for condition (30) to be verified, then for sufficiently
large e’ satisfying (31), the derivative of the terms of the
Lyapunov function concerning e’ is negative definite:

tanh ||e’/n||

Vo < —(1—00)eTKe el

<0 (32)
Consider now the terms of the derivative of the Lyapunov

function concerning v:

Vo < —(1-05)0" Ky — 050" Ko + ||| lal|  (33)



Given Propositions 2 and 3, for large enough ||

Vo < —(1—0:)0T K, <0

s

(34)

Since V < Ver + Vf/, as long as condition (30) is satisfied,
the local version of Theorem 4.9 from [14] can be applied to
conclude the BIBS property. [ |

The result is derived for the model structure given before,
without considering any numerical values. Consequently, the
result is general enough to apply to a wide range of vehicles.

Remark 1. In practice, the tracking error converges to zero
even when the virtual target moves with a non-null, known
constant velocity vector. This is not captured by the result
stated above because the Lyapunov function used is not always
strictly decreasing along trajectories of the system. Had the
closed-loop system been analysed using different Lyapunov
functions, or theory of interconnected systems, we might have
been able to prove convergence at the expense of a much
more cumbersome analysis. This convergence, however, is
still proved by the outer-loop analysis in Section III-B, if we
ignore the dynamics of the vehicle by setting w = 0 and
v=0.

D. Application to Formation Control

The trajectory-tracking algorithm presented above can be
fed signals from a new block, called a path generator, re-
sponsible for generating a virtual target in such a way that
the formation objectives are met. This virtual target would
then be tracked by the trajectory-tracking algorithm. If this
virtual target does not depend on the motion of the vehicle,
a feedback connection between the path-generator and the
trajectory-tracking controller is avoided, which greatly sim-
plifies the stability analysis. Figure 2 illustrates the structure
of the entire system, including this new path generator block.

Trajectory-tracking + Inner-loop

Inner-loop

Duter-loop

Path
Generator
D

controller

(TT)

Figure 2: Block diagram of the complete system, including
the path generator.

IV. FORMATION CONTROL

We now look at the problems of keeping formations based
on 1) relative position measurements or 2) range-only mea-
surements. Only the case where the formation has a leader-
follower topology is considered.

A. Formation control with relative position measurements

We start by considering the formation control problem that
arises in the context of the MORPH upper segment: driving
GCV and LSV (followers) to appropriate positions relative to
SSV (leader), using relative position measurements obtained
from a USBL (that can be placed in any vehicle), without
any direct communication between the SSV and LSV. Several
possible formation strategies could be used, but due to its
properties concerning the effect of currents or sideslip and the

typical mission geometries (lawnmower-like shapes), we use a
non-rigid formation based on the previous path of the leader.
The formation is specified by two parameters, 6, and d,,. The
first parameter, J,, defines the desired distance between the
leader and the follower along the path of the leader. After
moving this distance backwards along the path, the position
of the virtual target is then obtained by moving a distance of
0, perpendicular to the path of the leader. This is illustrated
in Figure 3.

Figure 3: Desired position of a follower vehicle based on the
trajectory described by the leader vehicle.

In order to use a path-generator that computes the position
of a virtual target according to this formation strategy, a fol-
lower vehicle should have information regarding the previous
path of the leader. To minimize the information exchanged
between vehicles and adopt an approach that scales easily
with the number of followers, some assumptions are made
regarding the path of the leader:

1) It contains only alternating straight-line and constant-
curvature segments;

2) The virtual target of the follower is always either in the
same segment as the leader or in the previous one.

Given these two assumptions, the leader only needs to
broadcast three parameters: its total velocity Vp in {Z},
course angle x and its derivative x. The path can be
generated in such a way that it only depends on the present
values of Vi, xr and X, so integration of past data is
avoided. We can now define the problem to be solved by
the path-generator block in a clear manner.

Problem 3 (Path-generation with relative position measure-
ments). Consider a leader vehicle performing a mission con-
sisting of a continuous concatenation of path segments. The
path segments alternate between straight lines and constant-
radius turns. Consider now a virtual target to be tracked by
the follower vehicle, assumed to be in the same or previous
path segment as the leader vehicle at all times. Assume that
the total velocity Vi, course angle x 1, and course angle rate
XL of the leader are continuously broadcast.

Derive a path-generation strategy that computes the posi-
tion and velocity of the virtual target to be tracked by the
follower vehicle, such that the follower vehicle moves in a
formation with the leader according to the formation strategy
presented above. The position and velocity of the virtual target
should be provided by the path-generator as an error vector
in the follower’s body-frame {B} and an inertial velocity in
{Z}, i.e. the parameters e and p, as defined in Section III-B.

To address this problem, we first note that the three pa-
rameters broadcast by the leader do not contain information



Figure 4: Position and velocity of the point to be tracked (in
blue), based on the motion of the leader (in red).

about its position. For now we assume that the position of
the leader with respect to a follower is available via USBL
measurements.

We now derive the equations to obtain e and p,, assuming
that the leader and the virtual target lie in the same segment
of the path. This assumption is lifted later. Figure 4 illustrates
the process and contains the necessary vectors and angles for
easier understanding of the derivation.

The body-frame error vector as defined in Section III-B is

e=R"(¢) (p—py)

To compute e, we first need to determine p,. To this end,
we first integrate the leader’s velocity vector backwards over
a path with course angle rate , over a distance of d,:

(35)

5 leader’s velocity vector
€T
1%

P4, =PL — /R(*XLf) <R(XL) P?ﬂ) dt  (36)
0

We obtain the final equation for p,; by adding a vector of
length J,, in a direction perpendicular to the integrand in (36)
with t = 0,,/V}, yielding

by
Vi
_ - Vi . 0z, [0
pd—pL—/R(xL—th) |:0:|dt+R(XL_XLVL) [574}
0

(37)
which now allows us to compute e. The velocity of the virtual
target p, is given by

=R — XL R —XL—)S
o= ROv = g2 | ¢ + RO~ XS0 |
(38)

where we assumed that the formation parameters are constant,
0z = 0, = 0, and that the radius of curvature of the leader’s
path is constant, %}(/—i = 0. These expressions are also valid
for xp = 0.

To lift the assumption that the leader and virtual target lie
in the same segment of the path, we introduce an algorithm
that handles the cases when this is not true.

1) Generate e and p, using (37) and (38).

2) If the generated position of the virtual target deviates
more than a threshold e from its current position, then
there is a discontinuity in the generated path, so the
leader and the virtual target are not in the same segment
- we proceed to step 3. Otherwise, the algorithm returns
the values obtained from step 1.

3) If the present value of x, is non-zero, the leader is in a
turn and the virtual target is in a straight segment. We
compute e by integrating backwards along the path of
the leader in a turn until a certain point, and then in a
straight line. We use (37) with two modifications:

o The integral term in (37) is computed with the
present value of x until the direction of the path
being generated matches the direction in which
the virtual target is moving. The remainder of the
integral is computed with yz = 0.

o The last term in (37) is computed with x — x L‘%
replaced by the course angle of the virtual target.

To compute p,, we use (38) with two modifications:

e In the first term, yr — XL‘% is replaced by the
course angle of the virtual target.

o The last term vanishes.

4) If the present value of X is zero, then the leader is
in a straight line and the virtual target is in a turn. We
integrate backwards along the path of the leader in a
straight line until a certain point, and then in a turn. A
procedure similar to step 3 is used.

Besides e and p,, the trajectory-tracking controller also
needs an estimate of velocity of the current measured and
expressed in {Z}, V.. We now derive an estimator for the
current that can be placed in a cascade interconnection with
the controller.

We know that each follower must have access to its position
relative to the leader. For simplicity, we consider that this
relative position is available in {Z}. If it is only available in
{B}, it can be transformed to {Z} through left-multiplication

by R(1)). We denote this relative position in {Z} by
ev =p—pr (39)

where the subscript U is used to clarify that this estimation
concerns the upper segment vehicles. The dynamics of ey are

év =p—PL
= R(v) m P+ Vet RY) m (40)
with
by = R(xz) [%L] 41)
The first two terms in (40) are inputs to the estimator:
zu = R(¥) m ~ by 42)

Consider now a system with zy = [er, VT as states,
where V. = 0:
. [0 L I R()] [0
:I:U[O O]wU+[O:|ZU+|: 0 v 43)
—— ~—~
A B

If we define an observer with identical dynamics (except
for the unknown sway) and include a feedback on ey,

zy = Ady + Bzy + K, [, 0](zy — 2v) (44)
N——
C

then the dynamics of the estimation error £y = Ty — &y are

zy = (A- K,C)&y + [RW’)} m (45)

0

b



where the last term was renamed as a disturbance b. The
eigenvalues of L = A — K,C can be chosen arbitrarily
by appropriate choice of K,, because the pair (A,C) is
observable. If all the eigenvalues are chosen with negative
real part, L is Hurwitz. Then, for all Q = QT > 0, there is a
unique solution P = PT > 0 to the Lyapunov equation:

LTP+PL+Q=0 (46)
Using a Lyapunov function V = 535 Pxy:
V= (Li&y+b)" Pay+zLP (Liy + b)
= —|&u|® + 285 Pb (47)

The estimator is ISS with respect to b. The observer
dynamics should now be introduced in the closed-loop anal-
ysis, but this would make the calculations significantly more
complex. As such, we make the simplifying assumption that
no considerable interactions exist between the two loops;
this could be a consequence, for example, of ignoring the
dynamics of the vehicle and considering only the kinematics.

Proposition 5. Using the path-generator described above, the
inner and outer-loop controllers described and analysed in the
previous section, and the estimator described in the present
section, the formation error of the upper segment vehicles
(position error with respect to where a vehicle should be to
satisfy the formation constraints) remains bounded.

Also, recall the remark from the closed-loop analysis in
Section III-C: although the result obtained does not prove
asymptotic stability when the target moves with a constant
known velocity vector, this is observed in practice. It can also
be concluded from the outer-loop analysis in Section III-B
if the dynamics of the vehicle are ignored by setting u = 0
and v = 0. Under these assumptions, if we assume that the
velocity vector of the target is not known but estimated using
the observer presented above, the tracking error converges to
zero when the acceleration of the virtual target p, is zero.

The strategies derived above can be used in the MORPH
upper segment by considering that GCV and LSV both follow
the SSV and run their own path-generator, controller and
estimator. Both followers should have access to their position
relative to the leader and the necessary leader path parameters.
However, only one USBL is available and the SSV cannot
communicate directly with the LSV. A solution that allows
both followers to know their positions relative to the leader
and the leader path parameters is to use the GCV fto relay
information to the LSV. This can be accomplished by placing
the USBL on the GCV and equipping the SSV and LSV with
transponders. Figure 6 illustrates a possible information flow
between the three vehicles in the MORPH upper segment,
along with the lower segment which is discussed next.

B. Formation control with range-only measurements

The problem of formation control with range-only measure-
ments arises when a follower vehicle does not have access to
its position relative to the leader vehicle, but only the range
between them. In MORPH, the camera vehicles C1V and C2V
(followers) should use this kind of formation control.

A natural first step when approaching this problem is to
determine how a follower can obtain information concerning
its position. Since the lower segment followers have access
to range measurements to two leaders (GCV and LSV), if
the distance d between the two leaders is known, a follower

can infer its position in a mobile frame {M} apart from
a reflection ambiguity. This frame is oriented with the line
between the two upper segment vehicles, with the origin at
the midpoint of that line. This is illustrated in Figure 5, with
the two leader vehicles shown in green and red, and the two
possible positions of the follower vehicle in blue. The ranges
between the follower and the leaders are denoted by d; and
ds. A simple workaround to disambiguate the position of the
follower is to make one of the leaders - the GCV, which
carries a USBL transceiver - broadcast a bit that determines
whether the follower lies on the semi-plane with positive or
negative y,s. Obviously, with more than one follower, one
bit per follower would have to be broadcast, but this would
still be a very small amount of data. The distance d between
the leaders is available to C1V and C2V as a consequence
of the communication architecture currently implemented in
MORPH. Following simple geometrical calculations, the po-
sition of a follower in {M}, denoted by M¥p = (Mp,, M p,),
is given by

M, _ _di—d3

Pz = 9d

(48)

(49)

dq M
{M} )
‘ d/ Ym
\K
d
A=

Figure 5: Ambiguity when determining the position of a
follower in {M} based on the ranges between the follower
and two upper segment vehicles.

We now assume that, according to previous discussion,
GCV broadcasts a disambiguating bit and hence each follower
knows its position in the mobile frame, M p, without the
ambiguity in Mp,.

Problem 4 (Path-generation with range-only measurements).
Consider two leader vehicles moving along arbitrary trajec-
tories. Consider now a follower vehicle that has knowledge
of its position ™ p in a mobile frame {M} as defined above.
Derive a path-generation strategy that computes the posi-
tion and velocity of the virtual target to be tracked by the
follower vehicle, such that the follower vehicle is driven to a
constant position in {M}. This position and velocity of the
virtual target should be provided by the path-generator as an
error vector in {B} and an inertial velocity in {Z}, i.e. the
parameters e and p, as defined in Section III-B.

We introduce some notation to tackle this problem: p,, is
the position of the origin of { M}, expressed in {Z}; 1as is the
angle between the  axis of {Z} and the x axis of {M}; Mpis
the position of the follower vehicle, expressed in {M}; is the
position of the virtual target, expressed in { M}, and assumed
to be constant. The assumption that the two leaders move



along arbitrary trajectories is equivalent to assuming that { M}
moves arbitrarily. We introduce some parameters concerning
this motion: p,, is the velocity of the origin of {M} with
respect to {Z}, expressed in {Z}; 1y is the angular rate of
{M} about its origin.

We can now write the positions of the virtual target and of
the follower vehicle in {Z}:

Py =P + R(Yar) My (50)
p =P+ Rwa)V'p (51)
The body-frame position error can be written as:
e =R"()R(um) (Mp—py) (52)
We differentiate (50) to determine p,:
Pa = Par + R(Oa) g + R(4ar) Dy
= par + R(¥a)S ()M py (53)

It is now visible that three new parameters are needed
besides those already discussed: )y, z/}M and p,,;. The
orientation of the mobile frame 5, be computed by the GCV,
since it has access to its position relative to the LSV; it is then
broadcast to the lower-segment vehicles. However, 1/}M and
P, cannot be computed by any vehicle without introducing
extra communications between upper segment vehicles. The
lower segment vehicles will not have complete access to the
velocity of their virtual targets - they will have to rely on an
estimate.

Following a strategy analogous to the observer for the upper
segment, but considering d = p; — V. as the variable to
be estimated and using p — p,;, we obtain an observer with
estimation error dynamics given by

0
2, = (A— K,C)Zp, + {R(Oq/’) ﬂ :
By

(54)

The remarks on observability and ISS stated for the upper
segment still apply, the difference being that b now includes
the extra term p,. Given this, we can recover the result on
boundedness of the formation error for the vehicles in the
upper segment, and adapt it to the lower segment by enforcing
an additional condition on p,.

Proposition 6. Assume that the acceleration of the virtual
target is small enough for the error of the estimator described
above to converge to a small neighborhood of zero. Under
the same assumptions established in Proposition 5, using
the path-generator described in this section, the inner and
outer-loop controllers described and analysed in the previous
section, and the estimator described in the present section,
the formation error of the lower segment vehicles (position
error with respect to where a vehicle should be to satisfy the
formation constraints) remains bounded.

The path-generator and estimator described above for the
lower segment vehicles can be directly used in the lower
segment of MORPH by making the camera vehicles C1V
and C2V followers and GCV and LSV leaders. Each camera
vehicle has a defined desired position in the mobile frame
{M}. The desired positions for C1V and C2V should be
separated by a reasonable distance to avoid collisions.

Two parameters need to be broadcast by the GCV to the
lower segment to enable the camera vehicles to keep the

formation: v); and one disambiguation bit per camera vehicle.
Figure 6 shows an information flow diagram for the lower
segment, and includes also the upper segment.
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Figure 6: Information flow in MORPH.
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V. IMPLEMENTATION

We now describe modifications introduced in the proposed
control and estimation strategies, to allow implementation of
the upper segment formation control in MEDUSA vehicles.

A. Trajectory-tracking controller

For the MEDUSA vehicles, a PID inner-loop controller was
already available, accepting commands in u and 1. The outer-
loop is adapted so that it provides surge speed and heading
requests (ug and 14) instead of surge speed and yaw rate.
We left-multiply the outer-loop controller in (9) by R(¢)) T to
obtain the desired velocity vector with respect to the water,
expressed in {Z}. Multiplication by T recovers the desired
velocity vector with respect to the water, in {5}, before the
redefinition of the error variable (from e to €’); multiplication
by R(%) then rotates this vector to {Z}:

Vi=d— RW)K tanhs (55)

We define the commanded surge speed and heading as the
norm and angle of V4, defined in such a way that
R(£V ) {‘gdq =Vy (56)
In MORPH, the nominal speeds of the vehicles are low and
the radii of curvature are considerable. Then, we can assume
that the sway speed and inner-loop error are negligible, so
v =0, Y~ Y4, u~ ug. In this situation, the tracking error
dynamics are identical to those obtained in Section III-B, so
the outer-loop ISS result from Proposition 1 still applies.
This controller was run in discrete-time, at 5 Hz.

B. Filtering and estimation

We now describe the necessary filtering architecture im-
plemented in the upper segment vehicles, consisting of
two Kalman filters developed in collaboration with Moham-
madreza Bayat. An additional filter running in the leader
vehicle to estimate Vi, xr and x; from GPS position
measurements was implemented but not used at the sea trials,
so it is not shown here; the nominal path parameters were
transmitted instead. All filters run at 5 Hz.



1) Follower’s estimate of Leader’s path parameters: The
leader’s path parameters are broadcast every 5 s. Each fol-
lower should run its own filter to estimate these parameters
in between samples, at a sufficiently high rate for control
purposes. To this end, we used a Kalman filter, based on a
discretized version of the model:

d Vi, 0
7 1xXe| = XL (57)
t |
XL 0
y==x (58)

2) Currents and Follower-Leader relative position: Two
other signals needed by the controllers are p — p; and V..
We estimate them with a Kalman filter, obtained from a
discretized version of the model consisting of (59) and (61).

[ .
v, 0
YusBL _P_pL
Y [yDVL] p } (60)
. p—pr] _
Yy = [ V. =z 61)

where 1, u and p; are inputs, and p; is obtained from
the parameters estimated by the filter described above. This
formulation assumes that the vehicle carries a DVL, capable
of measuring p. This is not generally the case with the
MEDUSAs, but the system is observable even if no DVL
measurements are available. The measurement y'y,; =
Ypyr — R()[u, 0]T = V. was used instead of the original
Ypy 1, SO that the outputs coincide with the states.

Figure 7 illustrates the structure of the estimation and
control blocks running in both underwater followers of the
upper segment (GCV and LSV).

Remark 2. Although u is an input to the filter, the MEDUSASs
currently have no onboard sensor than can measure the true
surge speed. Instead, a static equation is used to determine an
approximate value of v from the thruster RPMs. This implies
that the acceleration/deceleration dynamics of the vehicle in
the xp axis are ignored, and has some practical consequences
that will be exposed in the results.
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Figure 7: Estimation and control in underwater followers
of the upper segment (drawn in collaboration with Moham-
madreza Bayat).
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VI. RESULTS

We now show results of one computer-simulated mission
and a five-vehicle mission at sea, on the Azores MORPH tri-
als. The computer-simulated mission consists of a lawnmower
with three upper segment vehicles and two lower segment.
The nominal parameters of the trajectory of the leader are a
velocity of 0.5 m/s and turn radius of 10 m. The formation
parameters are § = (10,0) for vehicle 2, § = (20,0) for
vehicle 3, Mp, = (0,—2) for vehicle 4 and ¥p, = (0,2)
for vehicle 5 (see Figure 8. The controller parameters are
0=-0.02m, k, =0.5, k, =0.5, n =5, k, =10, k, = 10.
The mission starts near the top left corner of the trajectory
plots. For readability, the plots do not show the trajectory of
the leader, the tracking errors or the current estimates for the
upper segment vehicles.

Figure 8: Nominal formation geometry and leader-follower
topology for this simulation.
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Figure 9: Results on simulated mission.

The estimates of p; — V. converge to the true values during
straight segments; when turning, the sway and the acceleration
of the virtual target perturb the estimates. The tracking error
converges to zero in straight segments but is perturbed by
sway and acceleration of the virtual target in turns; it still
remains bounded as expected.

Figure 10 shows the results of the upper segment vehicles
in a mission performed at the MORPH trials in Horta, Azores.
Five vehicles were involved; three MEDUSAS played the role
of MORPH upper segment vehicles, running the controllers
and estimators as described in Chapter V. The position error
is again around 1 m along xp: possibly due to the fact
that in between samples the position is estimated with a
Kalman filter, which is naturally affected by an error. With



GCV along 77
long yi
on

S)
acy (U
10 — CGCV (estimated)
LSV (USBL) afh
—LSV (estimated)

Tracking errors (m)

-4

-40

=60 -50 -40 -30 -20 -10 O
Easting (m)

0 % 100 200 300 200
Time (s)

(a) Trajectories (b) Tracking errors

Figure 10: Results on trials with MEDUSAS in the Azores.

the MEDUSAS this problem is aggravated: because the filter
input v is an approximation of the real surge speed based on
the thruster RPMs, as mentioned in Chapter V, the vehicle
is considered to accelerate/decelerate instantaneously. When
the controller acts to reduce a position error, the RPMs
vary almost immediately, even though the acceleration or
deceleration is not instantaneous. The filter then produces
optimistic estimates of the position error along x g, producing
the sawtooth-like shape seen in Figure 10b.

VII. CONCLUSION AND FUTURE STEPS

This thesis focused on the problem of formation control
of autonomous underwater vehicles, motivated by multiple
application scenarios. Only one leader vehicle was assumed
to have a-priori knowledge of the mission to be executed.
The problem of controlling the followers so as to move in a
formation was first tackled using tools from nonlinear systems
theory. It was divided into three main tasks: driving a follower
vehicle to a virtual target (motion control), generating the
virtual target according to the formation objectives (path-
generation), and estimating currents or virtual target velocities
(estimation). The path-generation and estimation tasks were
analysed for two different scenarios: formation control with
relative position measurements, and with range-only mea-
surements. Stability and boundedness results were obtained
from this analysis. Implementation of the controllers and
estimators and an appropriate information flow strategy were
described. Simulations results illustrate properties expected
from the theoretical analysis. Real trials were conducted in
Lisbon, Girona and the Azores, as part of the MORPH
project, demonstrating the performance of the estimators and
controllers in sea trials.

We now discuss briefly some problems that warrant further
research. Although appreciated for their simplicity, leader-
follower formations have well-known drawbacks concerning
over-reliance on a single vehicle; extending the results in this
thesis to general formation topologies is a difficult task under
the general framework of nonlinear system theory, but could
have significant impact, especially if practical limitations
inherent to underwater communication and navigation systems
are taken into account. In the scope of the MORPH project,
one of the initial goals was that the system should perform
better than a single vehicle in challenging environments,
through inter-vehicle cooperation. During the next months,
the research work will be focused on controlling a vehi-
cle formation in a fully three-dimensional space, possibly
by including formation operators such as tilt and scale. If
successful, this would have considerable impact by paving
the way for AUVs to be used in mapping and surveying
of environments such as negative-slope walls. Finally, with

further developments in acoustic communications and the
recent introduction of optical systems, which support much
higher bandwidths, the cooperation may shift from the motion
level to the level of autonomous decision-making in a not too
distant future. This would significantly increase the autonomy
of the formation, allowing missions to be carried out without
human supervision.
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